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OVERVIEW

Avoiding obstacles in an unknown en-
vironment is one of the main problems
for visually impaired people. While the
most used autonomous walking aid is
still the white can, electronic travel aids
(ETAs) have been introduced in the last

years [1]. Although most of the proposed
solutions employ bulky and showy hard-
ware including inertial sensors and laser
scanners, or need previously structured
environment (such as known maker or
precomputed 3D maps).

More recently smartphones have been
used to implement light and inconspic-
uous ETAs [2]. Typically such devices
offer relatively high computational re-
sources together with a monocular cam-
era and inertial sensors.

METHOD DESCRIPTION

Employing a commercial smartphone,
the porposed method exploit the built-
in camera and gyroscope in order to
compute the 3D structure of the scene
and detect possible obstacles.

Scene reconstruction
A modified version of Structure from
Motion algorithm is used in order to
exploit the rotation measurement ob-
tained by the gyroscope. For each ac-
quired image Ij , its relative rotation Rij

w.r.t. the previous frame Ij is known.
Matches {xi,xj} between Ii and Ij are
obtained using the FAST detector and
the ORB descriptor. Then, knowing the
calibration K, it holds

x̂>j [tij]×x̃i = 0,

where x̂j = K−1xj and x̃i = RijK
−1xi.

With at least three correspondences the
translation tij can be estimated.

Obstace detection
To detect obstacles and evaluate their
proximity to the user, our algorithm es-
timates the scene ground-plane, and si-
multaneously identifies 3D points that
lie on it.
Ground-plane detection is performed
both in 3D and 2D space. At first
a 3D plane model is estimated using
RANSAC with a minimum sample of
three points. A 3D X point is an
inlier (i.e. a point on the plane) if
n>X+ d < ε1.
Image correspondences related to the
3D are used to estimate the planar ho-
mography Hij between Ii and Ij . Using
Hij , all matches that have a 3D point
not already labeled as plane point are
evaluated and added to the plane point
set if ||Hijxi − xj|| < ε2.
All 3D points that don’t lie on the
ground-plane are labeled as obstacle.
Their depths can be exploited to assing
different warning levels.
Finally, to better evaluate obstacle prox-
imity bird’s-eye view of the scene is
produced projecting all 3D points onto
the ground-plane.

RESULTS

All images that have been used in the
tests have a resolution of 320×240 pixels.
Processing is carried out on an Android

LG Nexus 5 smartphone, equipped with
a Qualcomm Snapdragon 800 quad-core
processor at 2.3GHz.
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