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Abstract—We present an approach for merging into a single [4]. For example, in [5] a virtual 3D camera path can be
super-image a set of uncalibrated images of a general 3D s@n synthesized, provided that parallax information can berrefi
taken from multiple viewpoints. To this aim, the content of ether to the homography of the plane at infinity. The availability

image is augmented with visual information taken from the f th . h | b loited for th
others, while maintaining projective coherence. The apprach 0 ree or more Images has aiso been exploiea for the

extends the usual mosaicing techniques to image collectiomvith PUrpose of novel view synthesis through trifocal tensois [6
3D parallax, and operates like a virtual sensor provided wih [7]. Our approach propagates visual information through th
an enlarged field of view and the capability of seeing through pasic tools of epipolar geometry and fundamental matrices.
visual occlusions in an “X-ray" fashion. Fundamental matrices  gyjiging on a basic theoretical result on 4-node/5-edgegiena
are used to transfer visual information through the vertexes of . . .
an image graph. A dense stereo paradigm is employed to achiev §ubgraphs e;tabl_lshed in [8], a graph representation (_)f the
photorealism by partitioning image pairs into corresponding re- image collection is constructed, allowing us to check Visua
gions. Results in oriented projective geometry are then expited transferability onto the reference image by means of an
to both detect and handle occlusions by assessing the vidity  griginal graph traversing algorithm. In particular, weudtrate
properties of each transferred point. a method for transferring visual data between image paits th
do not have an overlapping visual content. This is another
extension to the basic graph-based techniques used tawonst
The availability of large image collections in the web haglobal mosaics, where homographies are propagated through
paved the way for new computer vision applications. Fdhe graph [9]. An occlusion handling strategy based on tesul
example, in [1] is described a vision-based approach for oriented projective geometry is also introduced, wite th
navigating inside a 3D scene constructed by several huadrgdal of ensuring photoconsistency by assessing the vigibil
of images of touristic sites taken from the internet. Theugls properties of each transferred point, and also to allow the
information in an image collection of a same 3D scene idsualization of occluded regions.
usually highly redundant, since images have a large amount
of overlapping content. In this work, visual redundancy is Il. APPROACH

exploited so as to augment the visual content of one IMages: on a collection of uncalibrated images, ... I, of

of the collection, referred to aference using information : ; . X
. : ) a 3D scene taken from different viewpoints, let us define an
from all the other images. The approach is uncalibratedy ful . . L
L ; I ? "“image graphG = (V, E) with the following properties: (1)
projective, and purely image-based (i.e., it does not recany . ) .
; . > _the graph has vertexes, each representing a different image
3D reconstruction). Moreover, no constraints are set orgena I - . )
e . . . of the collection; (2) two distinct vertexase V andj € V
acquisition conditions or scene structure. Visual augatétt

has a two-fold meaning, namely (1) to enlarge the field of vieél/re linked by an edge(7, j) € F if the fundamental matrig;;

of the original image, and (2) to see through the objectsén t etween the corresponding imagesind; is known, or may

I . . . e computed. In such a case, vertexesd; are said to be
original image, thus visualizing occluded parts of the scen .. .

. . o . adjacentin the graph. Let us also denote Asthe reference

as it would occur with an “X-ray” view. The work extends.

. ; |mr’;\ge0nt0 which all the other images have to be registered.
to general 3D scenes with parallax and occlusions the usyal. . . o
1 and j are adjacent vertexes, then any péik,’x) of

mosaicing techniques based on homography registratign [c$rresponding points i, and I; can be mapped ontd. via
that cannot deal with viewpoint shifts if no constraints ae¢ %)r%)olar transfer(3]: i J

on scene structure. Related work has addressed the prob
of synthesizing new views without explicit reconstructioh Ty — (E.° 3

the 3D model of the scene. An early contribution on this topic x = (Fi'x) x (F5%%) @)

is [3], where weakly calibrated cameras are employed. Noy&lovided that vertex is adjacent to both andj. In this case,
views are rendered up to a projective deformation, that céh ;) is said to be am-connected paiof vertexes. Similarly,
be removed if cameras are fully calibrated. Other appraacheis referred to as am-connected verte¥ it belongs to at
to view synthesis employ the planparallax representation least anr-connected pair.

I. INTRODUCTION



A. Conditions for point transferability

The simple point transfer mechanism of eq. 1 can only be
employed for vertexes that areconnected. Howeveynder
certain conditions, a nom-connected vertex can be trans-
formed into anr-connected oneeven if direct computation
of F., is impossible—i.e., wher;, and I, do not have an
overlapping visual content. In such a cagejs said to be
an r-connectable vertexF,., can be indirectly evaluated by
exploiting information from other parts of the graph and,
hence, points from imagé, can be transferred onth..

Fig. 2. The geometry of four views, with the definition of thiare IT used
for the direct construction of the unknown fundamental matf,.,. (Best
viewed in color.)

Fig. 1. Connectability with respect to a reference venteXs, j) is anr-  unique pointX' in space as the pre-imagej(ﬁ and®x. In the
::eoxr:)nected pair, whilé is a nonr-connected, yet-connectable vertex (see imageIz-, the epipolar Iinélj _ Fijjfi intersectsilk in ix. II
is defined as the plane through and the two camera centers

The problem of vertex connectability was addressed fro Cé andC The fourth correspondence can then be chosen as
theoretical viewpoint in [8], where several graph topoksgi ( X "x), where's (i.e., the image oleon L) is ?btalned as
were discussed. Here we concentrate on the smallest fLHV intersection of the epipolar lin@;‘x andF,;’x.

connectable graph of Fig. 1, and provide for it a conveniadtag, Graph traversal and epipolar propagation

gﬁﬁit;a;;\'azs(;?;tf dqiur:rig]% f:mfeer?t?e aer']CkenSoE?]df/uor: doattﬁns By the technique above we can check, even without explicitly
P computing the associated fundamental matrices, which ver-

m?tnt? fr?rﬂ th? known ongj. direct i runti texes of the image graph areconnectable, and are thus us-
n the following, we provide a direct geometric construatio ¢, ¢, transferring visual information onto the referengia

Iﬁr the urltknot\(vn funldamenta;l m?tr’i?k 021‘ F_Ilgh l—totf.ollow l‘i\',!t";lipolar propagation through the graplfter this analysis,
€ construction, please refer 1o mg. 2. 1he marix can ich is based on an iterative graph traversal algorithra, th
written asF,.;, = ["ex|«x"H,, Where’e;, is the epipole of view

& P I h h bl fundamental matrices corresponding to the newly addedsedge
in view r, and"Hy is any planar homography compai tan be estimated and used as expounded in the next section.
with view r. Now, from the 3-view compatibility equations

. , ) Image graph traversal is carried out starting with an input
[10]. e, Fri'e = "e[ Fle; = 0, the epipole can be evaluatedgraph%o g_ pV Ey) obtained by linking thro?Jgh an edgpe
(epipolar transfer) as e(,7) all vertexesi and j for which F; can be estimated
e, = (Fo'er) x (Fyler) . (2) directly from image point correspondences using standard
algorithms. The output graph i&; = (V, Ey), where the
Due to the symmetry of the configuration, the correspondisgt £, includes, beside all the edges i, all the new
epipole in imagel}, *e,, can be obtained in a similar way,edges corresponding to the vertexes that were marked as
by simply switching the indexes and . connectable. The algorithm works as follows. The graph is
Concerning the homograpli¥i,., this can be obtained from traversed starting from the vertex. For every visited vertex,
the correspondence of the and k£ views of four points r-connectability is tested. If the test is negative, the esert
in a scene plandl. A suitable plane can be chosen ag marked as re-visitable, and the visit continues with a new
follows. Two of the four correspondences that defiits. vertex. If the vertex is found as-connectable, it is added to
trivially derive from the images of the camera centéfsand the sefl’ of r-connectable vertexes, initially set as empty. The
C;: ("e;,*e;), ("e;,*e;). Similarly, a third correspondence isexhaustive visit terminates when the $Bt of the re-visitable
provided by the epipole paife;,*e,). Finally, the missing vertexes at iteration timeis identical to the one at time— 1.
fourth correspondence can be obtained as follows. Let usFig. 3 shows a a 5-vertex graph with two missing edges,
consider a generic poirﬁx € I,. This gives rise to the two corresponding to the two fundamental matrices relating the
epipolar lines’l, = Fy*x € I; andil, = F;Fx € I;. Let rightmost images to the reference image (the leftmost one in
us now arbitrarily choose a poifk € 71;: thls determlnes a the figure). Such fundamental matrices cannot be computed



by point matching, due to the absence of overlapping visual "x = (Furx) x (Fi'x)

content between each of the rightmost images and the refer- ix = (F %) x (Fji'x) (3)

ence. Nevertheless, the algorithm above allows us to assess k= j i

the possibility of inferring the missing fundamental mees, X = (Fiy'x) x (Fri'x)

and hence the transferability onto the reference of ovpitap After transferring in this way all pairs in the inlier sétg, and

visual content between the two rightmost images. Jx, F-x can be refined by minimizing the following quadratic
cost function:

Enigy = D _IFR=Fx|2+ > IFx =] . (@)
Jik Jjk

3) Global refinement:Once all computablé”s have been
obtained, a further global refinement of all estimates isiedr
out. The adjustment mechanism is based on the cost function
& used in eq. 4. The global error to be minimized is

ihJ,k eV,
e(k,i),e(k,j) € E

) ) o ) ) Notice that while in the minimization scheme of eq. 4 only
Fig. 3. A Swertex graph with two missing edges (image paieseh oy | is updated and the others remain fixed, in eq. 5 all

no overlapping visual content), shown as dashed lines. Bneegponding : .
unknown fundamental matrices can be inferred with the grapiersal the fundamental matrices are simultaneously updated &t eac

algorithm expounded in the text, thus allowing image conteansfer onto step.
the reference image on the left. (Best viewed in color.).

B. Dense stereo matching

We have described above how to transfer oft@ single
. ) pair of corresponding points of anconnected paifi, j). We
A. Estimation of fundamental matrices address here the problem of obtaining all possible correspo

1) Direct estimation with visual overlappingAutomatic dences from image pairs, in order to transfer as many points
initialization of the image graph relies on direct estirati as possible onto the reference image. Points that can be put
of the fundamental matrig; for all image pairs(Z;, I;) with  into correspondence in an image pair are said tmh&chable
partially overlapping visual content. Visual correspomcks First class matchable points are all the SIFT points used to
(‘x,’x) € I; x I; are extracted by SIFT detection anckstimate the fundamental matrice3econd classnatchable
matching. The RANSAC algorithm is then run in order tgoints can be recovered by guided matching along epipolar
get a robust estimate of; using the epipolar constraintlines [10]. First and second class matchable points canée us
ixF;/x = 0. Following the probabilistic approach used inas seeds for a dense matching algorithm [12], based on region
[11] for homography validation, but using a more conseweati growing, in order to set visually overlapping textured oo
threshold due to the more delicate nature of fundameniato pointwise correspondence. The output of this algarith
matrices, the RANSAC output is accepted as a valjdif a set of new, dense matchable points. Figs. 4(c) and (d) show
at least the 60% of all point correspondences are inliers. (in blue) the matchable points extracted from the imagetpoin

2) Indirect estimation by epipolar propagatiosn indirect pair of Figs. 4(a) and (b).
estimate of the fundamental matrix between imagesand Matchable points are not the only transferrable points.
I}, is obtained for all graph vertexds € V marked asr- Indeed, even image points belonging to untextured image
connectable. The method of construction employed in sutegions (for which no SIFT matching or other kinds of image
sect. II-A to prover-connectability is used here to get a ravsearch are possible) can be transferred onto the reference
estimate of,.; as["e;]«"H,. Such a raw estimate is then usedmage, provided that they belong to image regions that are in
as the first guess solution in an iterative refinement scheiw@respondence to one another. Region-based correspmnden
based on nonlinear optimization, working as follows. Let us implemented as a variant of the pointwise dense matching
first recall from subsect. II-A that, in order to be classifiedlgorithm mentioned above. In this variant, region growing
asr-connectable, vertek must has been found adjacent to a modified so as to take into account untextured image
least a paifi, j) of r-connected vertexes. Hence, we have beeagions with uniform color. Figs. 4(e) and (f) show (in ye¥p
able to estimate both;;, andF;;. Let (*x,%x) € J;;, be a pair the points extracted with the above region-based matching.
of corresponding points chosen in the inlier Sgt C I x I; Transfer of points belonging to uniform regions can be ac-
obtained in the estimation df;;. We are now able to map, complished by Delaunay triangulation of the regions (using
via epipolar transfer, the paifx, ‘x) first onto 7., then onto matchable points on the region border as triangle vertexes)
I;, and finally back ontdy: and affine mapping of all triangles. The process is illusttat

Il. | MPLEMENTATION



Fig. 5. Assessing visibility through point ordering in mcjive oriented
geometry.

from ‘e,.. The position of the optical centét. with respect to
®; can be estimated through tlcheirality y defined in [10].
This is a signed scalar quantity that can be computed after
recovering the camera matricés e P, from F.;. If x > 0
thenC,. is in front of ®;, while C,. is behind®; if x < 0.
The mechanism above can be used to choose, among several
correspondences taken from a same image fand I; that
are mapped onto the same reference point, the one related to
an unoccluded 3D point. Things are a bit more complicated
in the case of conflicting image correspondences that belong
(9) (h) to different image pairs. Let us consider for example the two
pairs(‘y,7y) € I; x I;, and("z,*z) € I, x I, both of which
Fig. 4. Transferrable points recovered after classificat{a),(b): Inputimage are transferred onto the same pdisrt € [,.. To decide for

pair. (c),(d): Matchable points (in blue). (e),(f): Poititslonging to matchable visibility using the method above. it is required that atstea
regions (in yellow). (g),(h): Transfer of uniform image mgs (dashed white !

line) is done by region triangulation followed by affine trige mapping. (Best another point, sayz, be computed. This is possible in the case
viewed in color.) that at least one between vertexeand k arei-connectable.

IV. EXPERIMENTS
in Figs. 4(g) and (h). Note that only the points belonging to

corresponding uniform regions are transferred. Results of experiments with two image collections are
. _ shown.
C. Handling occlusions In a first set of experiments, a collection of six images of

The epipolar transfer mechanism of eq. 1 does not provida indoor scene taken from distinct viewpoints was used (see
any information about the actual visibility of a transfatre Fig. 6). In order to match the augmented view with a ground-
point. Hence, in order to preserve photoconsistency, akchdauth, the reference image was obtained by cropping a wider
for possible occlusions must be carried out for all poineg thimage containing all the scene (see Fig. 6(a)). Fig. 6(byvsho
are mapped onto the reference. This problem is dealt withe augmented view of the scene obtained with our method.
using results from oriented projective geometry [13]. Let uNotice that some regions in the augmented view are missing:
consider the pointéy € I; and’y € I;, with the same 3D This is due to the presence of textureless regions in theescen
pointY as pre-image. Similarly, let us consider poitise I;  (for which the adopted dense stereo matching algorithmagann
and’z € I;, with pre-imageZ. If Y andZ belong to the same work), and also to the presence of regions that were visible i
optical ray fromC.., then they will both be projected onto theat most only one image of the collection, and therefore could
same point'x € I,.. In order to find which, betweel™ and not be transferred (see, in particular, the region betwben t
Z, is closer toC,., and is then visible, we can observe théoy-bear and the mug on the right). A larger image collection
relative position assumed by their imaggsand’z, along the would produce a more dense image rendering. Fig. 6(c) shows
line ’1, = F;."x, with respect to the epipole, (see Fig. 5). If the standard mosaic obtained from the image collectioniclot
C, is in front of thefocal plane®;, then the unoccluded pointthat the mosaic is grossly incorrect, with evident ghosting
to be transferred is the one closestép. Conversely, ifC,. is  effects and object replications, due to the presence oflpara
behind®;, then the right point to transfer is the furthest onen the image collection. Our approach prevents this problem



Fig. 6. The image collection for the indoor scene. The refegeimage is
the first of the group.

to occur, and renders the super-image maintaining progcti
consistency. Fig. 8 shows the graph associated to the tiollec
of Fig. 6: Solid lines are the original edges of &, for which  Fig- 7. (a): The ground-truth image. (b): Our augmented vigjv Standard
direct computation of fundamental matrices was possibl'tg?SaIC (note the ghosting effects due to paralla).
edgese(3,7), €(4,r) and ¢(5,r) (dashed lines) were added
as the result of graph traversal. Three edges were infeyred b
graph traversal.

The ground truth image provides also a way to compute
the transfer error for all matched SIFT points between the r-
connected image pairs and the ground truth image. Tabs. I, Il
and Il show the averagg and variances? of the transfer
error for different image pairs and point transfer appresch

In particular, Tab. | shows the performance when the visual

content shared byl; and I, is carried ontol,. Besides _ _ _ _
Fig. 8. The image graph for the collection of Fig. 6. Imageigahe reference

our approach (Iabeled ag VIQ T'ConneCtab"_lty )’ two other vertexr. The edges of the initial graph are indicated by solid lingse red
approaches based on the trifocal tenspr, (imagesl; and dashed lines are the edges added after graph traversal.

I, have a common overlap with the reference imag

were tested.T,> allows us to obtain directly from a pair

of corresponding point$'x, ?x) the value of"x in I,; this given two lines('1,21) related to the same liné in space,
approach is labeled as “points via,". Furthermore, from the projection("l of L in I can be obtained by exploiting
the trifocal tensof,.» all the three fundamental matrices;, T,12. In Our case('l,21) are the epipolar lines of; and I,
Fr2 eFi2 can be evaluated and exploited for epipolar transfeglated to a point in I3 or I,. This approach is labeled as
(“F via T,.12" approach). “epipolar lines viaT,.15".

Tab. Il shows the performance when the visual contentTab. Ill shows the results related to the visual contentesthar
shared byl; and I, is carried ontol,. Also in this caseF by I5 with I3 andy: in this case our approach has been com-
via r-connectability approach is compared w.r.t. two othgrared only with the chaining approach. Generally speaking,
techniques. The strategy labeled as “chainfigmaps the performances oy values are better than the results obtained
common points of3 and/, ontol; and/s; the mapped points for thex coordinate: This is due to the fact that all the epipolar
are then propagated onfp by ther-connectability approach. lines involved are quite horizontal. The worst behaviorhaf t
The other approach relies again on the trifocal tengqs: approaches based on trifocal tensor are explained by the fac




that the tensor was computed on fewer point correspondenshews the augmented view and the standard mosaic obtained

(triplets of points are required) w.r.t. the fundamentatnicas.

with the outdoor image collection. For the standard moshé,

Our direct ‘F via r-connectability” approach outperformserroneous image alignment due to parallax is even more evi-
also the “chainingr” strategy, since it avoids that the errordent than in the previous case. Notice also that our augmente
propagates throughout the vertexes.

ERROR PERFORMANCE FOR THE PROPAGATIQMNTO I,-, OF THE VISUAL

Method L o2 Ly oz

F via r-connectability | 3.19 6.87 | 0.98 | 0.49

F via Tr12 13.11| 27.03 | 9.90 | 20.40

points viaT,12 9.09 | 138.36 | 6.20 | 15.50
TABLE |

CONTENT SHARED BYI; AND I>.

ERROR PERFORMANCE FOR THE PROPAGATIQMNTO I,-, OF THE VISUAL

ERROR PERFORMANCE FOR THE PROPAGATIQMNTO I;-, OF THE VISUAL
CONTENT SHARED BYI5 WITH I3 AND I4.

An example of “X-ray” view is reported in Fig. 9, where

Method L a2 Iy oz

F via r-connectability | 5.30 | 36.04 | 3.06 | 10.64

chainingF 11.90 | 112.89 | 2.85 | 13.90

epipolar lines viaT,12 | 11.27 | 51.99 | 7.60 | 19.47
TABLE Il

CONTENT SHARED BYI3 AND I4.

Method L o2 Ly oz

F via r-connectability | 8.23 | 92.41 | 4.68 | 3.20

chainingF 13.90 | 125.80 | 2.85 | 14.90
TABLE IlI

view, although providing a geometrically correct sceneas
illumination-compensated. This is particularly evidednreay

the line of separation between the reference image (a) and
image (e). A qualitative insight into our approach is gaibgd
inspection of Figs. 12 and 13. The first figure illustratestpho
consistency performance in terms of straight line predinva

for the overall augmented view. The second figure shows the
characteristics of image-based rendering in the presefce o
occlusions. Notice how the occluded, and hence unrecoyvered
image region inside the square box reflects the shape of the
occluding object, as if it was a shadow projected onto the
fountain basement by a light source placed in the camera
center of the left view.

the mug and the toy-bear are removed showing what is hidden (© (d)

behind them. Notice that hidden objects are rendered in the

projective frame of the reference image.

Fig. 9.

(top left): What's behing the mug and the toy bear? (tight):
Answer: Chick, poster detail. (bottom, left and right): fAy” view through
the mug and toy-bear, and details of the two occluded regi@®est viewed

in color.)

Fig. 10.
group.

Outdoor image collection. The reference image ésfitst of the

V. CONCLUSIONS ANDFUTURE WORK

We have present an approach for constructing multi-view
epipolar networks These are graphs with images as vertexes
and fundamental matrices as edges. After a first set of edges
is obtained from the visual data at hand, an iterative proced
is employed so as to infer the missing edges from the already

Fig. 10 shows another image collection, an outdoor onavailable ones. As a result, new vertex pairs are connected,
including touristic photos of Neptune’s fountain in Piadledla and epipolar information is propagated throughout the net-
Signoria, Florence, Italy. In this case, the inference rraaly work. The approach was demonstrated in an image-based
was able to recover one missing fundamental matrix. Fig. t&ndering scenario, where a (small) set of uncalibratedj@na



Fig. 11. (a): Our augmented view for the outdoor scene. (fandard mosaic,
with parallax-induced artifacts.

Fig. 12. Qualitative assessment of projective photoctersiy. Straight lines
in the scene remain straight also in the augmented view.

(©

Fig. 13. (a)(b): Twor-connected images. The red frames mark image regions
where an occlusion arises. (c) In the augmented view, thg pgrt of the
occluded area has the shape of the occluding arm of the s{@est viewed
in color.)
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